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## 1. Introduction

While the beginnings of combinatorics on words can be traced back to the 19.th century, it is commonly held that the works of Axel Thue at the beginning of the twentieth century mark its emergence as a distinct branch of mathematics. Axel Thue studied square-free [55] and overlap-free [56] words. The first book solely concerned with combinatorics on words [36] appeared in 1983. Following a French tradition its authors wrote under a common pseudonym, in this case M. Lothaire. In a way this was a turning-point in the development of the subject. The number of publications began to rise significantly and today it is acknowledged as a separate subject in mathematics. Since 2000, combinatorics on words is included in the mathematical subject classification. Its code in the latest (MSC 2010) classification is 68R15 and it is classified as a branch of discrete mathematics in relation to computer science. A lot of interesting facts about the beginnings and history of combinatorics on words can be read in [3] and [29].

The main research object in combinatorics on words are words, i.e. finite of infinite sequences of symbols from some (usually finite) set called the alphabet of the word.

## 2. Machine invariant classes

Right infinite words ( $\omega$-words) are a natural generalization of finite words. Just like the notion of a line is used in geometry, despite nobody actually having seen such a thing, so the notion of infinite words is used in combinatorics on words. By using this notion the theory is made more straightforward. This creates fertile grounds for research into areas related to, for example, cryptography.

Definition 1. (also see [54]). A three-sorted algebra $\langle\mathcal{P}, \mathcal{C}, \mathcal{K}, \mathcal{E}, \mathcal{D}\rangle$ is called a cryptosystem if

- $\mathcal{P}$ is a finite set, called the set of plaintexts,
- $\mathcal{C}$ is a finite set, called the set of ciphertexts,
- $\mathcal{K}$ is a finite set, called the set of keys,
- $\mathcal{E}: \mathcal{P} \times \mathcal{K} \rightarrow \mathcal{C}$ is a total map, called a cipher,
- $\mathcal{D}: \mathcal{P} \times \mathcal{K} \longrightarrow \mathcal{P}$ is a total map, called the deciphering map, and every plaintext $x \in \mathcal{P}$ and every key $k \in \mathcal{K}$ satisfies

$$
\mathcal{D}(\mathcal{E}(x, k), k)=x .
$$

From there a cipher is only a step away [80].
Definition 2. A four-sorted algebra $\langle X, S, Y, K, z, f, g, h\rangle$ is called a cipher, if

- $X$ is a finite alphabet of plaintexts,
- $S$ is a finite set of cipher states,
- Y is a finite alphabet of cyphertexts,
- $K$ is a finite set of keys,
- z: $K \rightarrow S, f: S \times K \times X \rightarrow K, \quad g: S \times K \times X \rightarrow S, \quad h: S \times K \times X \rightarrow$ $Y$ are total maps.
Definition 3. A three-sorted algebra $\langle Q, A, B ; \circ, *\rangle$ is called a Mealy machine, if $Q, A, B$ - finite nonempty sets, $Q \times A \xrightarrow{\circ} Q$ and $Q \times A \xrightarrow{*} B$. The set $Q$ is called the set of internal states of the machine, while $A$ and $B$ are called the input and output alphabets, respectively. The elements of the sets $A$ and $B$ are called letters. The operations $\circ$ and $*$ are called the input and output functions, respectively.

Notice that a cipher can be considered a special case of a Mealy machine. In this way Mealy machines enter cryptography. The model of Mealy machines [39] has been studied since the 1950ies (see, e.g., [20, 27, 45, 78, 79]).

Here we will describe a single example of a symmetric cryptosystem (see Fig. 1).


Fig. 1 Symmetric cryptosystem
Assume $\mathfrak{S}, \mathfrak{B}$ are devices representing addition modulo two and the corresponding Mealy machine $V=\langle Q, A,\{0,1\}, \circ, *\rangle$. All users have identical devices. Both the sets of plaintexts and ciphertexts are $\{0,1\}^{*}$. The persistent key is a word $x \in A^{\omega}$. At the start of each session a session key is selected, that is a pair $n \in \mathbb{N}$, $q \in Q$ Now the sender calculates

$$
y=q * x[n, n+l]
$$

where $l+1$ is the length of the plaintext
$p=p_{0} p_{1} \ldots p_{l}$.
The encryption is addition modulo two, i.e.,
$c_{i}=p_{i}+y_{i}(\bmod 2)$.
Clearly, the security of such a cryptosystem is significantly dependent on both the chosen Mealy machine $V$ and the persistent key $\in A^{\omega}$. The described cryptosystem serves as additional motivation why we study transformations of infinite words by Mealy machines. If we were instead to limit ourselves to finite words, then the only thing we could conclude would be that for every pair $u, v \in A^{n}$ there is a Mealy machine transforming $u$ to $v$. Therefore in the set of finite words $A^{*}$ a classification of this sort would be trivial.

A typical area of research in combinatorics on words are classes of words (languages) and their properties. We explore a classification in the class of $\omega$-words. This classification unites into a class all words that are "equally complex" in relation to transformations by Mealy machines. As a result the studied hierarchy classifies words by their complexity. Let us remark, that from a computing standpoint a Mealy machine is a much simpler model than a Turing machine. Consequently our proposed classification is much finer (less coarse), because a class contains only the words that
are "equally complex" in relation to transformations by Mealy machines. Let's make the notion of this hierarchy precise.

A three-sorted algebra $\left\langle Q, A, B ; q_{0}, \circ, *\right\rangle$ is called an initial Mealy machine, if $q_{0} \in Q$ and $\langle Q, A, B ; \circ, *\rangle$ is a Mealy machine. Let us assume that

$$
V=\left\langle Q, A, B ; q_{0}, \circ, *\right\rangle
$$

is an initial Mealy machine and that $(x, y) \in A_{0}^{\omega} \times B_{0}^{\omega}$ where $A_{0} \times B_{0} \subseteq A \times B$. We will write $y=q_{0} * x$ or $x \neg_{V} y$ when

$$
\forall n, y[0, n]=q_{0} * x[0, n] .
$$

In this case we will say that $V$ transforms $x$ to $y$.
Assume that $K$ is a set, then $\operatorname{Fin}(K)=\left\{G|G \subseteq K \wedge| G \mid<\aleph_{0}\right\}$. Assume that $\mathfrak{A}=\left\{a_{0}, a_{1}, \ldots, a_{n}, ..\right\}$ and $\mathfrak{Q}=\left\{q_{1}, q_{2}, \ldots, q_{n}, \ldots\right\}$ are some countable sets and
$\mathfrak{M}=\left\{\left\langle Q, A, B ; q_{0},{ }^{\circ}, *\right\rangle \mid Q \in \operatorname{Fin}(\mathfrak{Q}) \wedge A, B \in \operatorname{Fin}(\mathfrak{U})\right\}$.
Let's define a relation $\rightarrow$ in the set $\mathfrak{N}=\left\{x \in A^{\omega} \mid A \in \operatorname{Fin}(\mathfrak{H})\right\}$ that is true if and only if there is a Mealy machine $V=\mathfrak{M}$, such that $x \neg_{V} y$.

Lemma 4. The model $\langle\mathfrak{N}, \neg\rangle$ is a preorder.
Now let's derive the canonical order. Define the equivalence relation $(x \sim y) \Leftrightarrow$ $(x \neg y) \wedge(y \neg x)$.

Proposition 5. The model $\langle\widetilde{\mathfrak{N}}, \neg\rangle$ where $\widetilde{\mathfrak{N}}=\mathfrak{N} / \sim$ and $\neg$ come from the relation $\rightarrow$ in the set $\mathfrak{N}$ factorized by $\sim$ is an order.

The following two theorems were demonstrated by Belovs [1].
Theorem 6. The ordered set $\widetilde{\mathfrak{N}}$ is a join-semilattice.
Theorem 7. The ordered set $\widetilde{\mathfrak{N}}$ is not a meet semilattice.
The join-semilattice $\widetilde{\mathfrak{N}}$ we have just defined allows us to introduce the concept of machine invariant set, that is, the lattice of ideals $\mathfrak{L}$ of this partial order describes the machine invariant classes.

In other terms this can be explained as follows. We say that a word $x \in A_{1}^{\omega}$ is suited for the Mealy machine $V=\left\langle Q, A, B ; q_{0},{ }^{\circ}, *\right\rangle$, if $A_{1} \subseteq A$.

Definition 8. Assume that $\mathfrak{K} \neq \emptyset$ is some fixed set of $\omega$-words. The class $\mathfrak{K}$ is called machine invariant, if every Mealy machine transforms every suited word of the class $\mathfrak{K}$ into a word also of class $\mathfrak{K}$.

The usual term used in the literature in such cases is that the class $\mathfrak{K}$ is closed (under transformations by Mealy machines). Closure properties of classes have been traditionally studied in combinatorics on words in relation to automata theory. We list some of the most important results.

We start with ultimately periodic words. Assume that $v \in A^{+}$. We denote by $v^{\omega}$ the $\omega$-word $v^{\omega}=v v \ldots v \ldots$. The word $v^{\omega}$ is called a periodic word. A word $x$ is called ultimately periodic, if there exists words $u \in A^{*}$ and $v \in A^{+}$, such that $x=$ $u v^{\omega}$. In this case the length of $v$ denoted by $|v|$ is called the period, while $|u|$ is called the pre-period of $x$.

Theorem 9. (Jablonskis [77]). Any ultimately periodic word is transformed into an ultimately periodic word by every Mealy machine.

Assume that $[n]_{k}$ is the notation of the number $n$ in the numeral system

$$
\Sigma_{k}=[0,1, \ldots, k-1\}
$$

written with the least number from left, that is, when

$$
n=\sum_{i=0}^{m} a_{i} k^{i}
$$

then

$$
[n]_{k}=a_{0} a_{1} \ldots a_{m}
$$

Definition 10. $A$ word $x=\left(x_{n}\right) \in A^{\omega}$ is called $k$-automatic if there is an initial Mealy machine
$V=\left\langle Q, A, B ; q_{0}, \circ, *\right\rangle$,
such that $\forall n, x_{n}=q_{0} \hat{*}[n]_{k}$. A word $y \in A^{\omega}$ is called automatic if there is a $k$ such that the word is $k$-automatic.

Theorem 11. (Cobham [17]) The class of automatic words is closed.
A mapping $f: S \rightarrow S^{\prime}$ is called a morphism (homomorphism) of the semigroup $S$ if

$$
\forall x \forall y f(x y)=f(x) f(y)
$$

A morphism $f$ is called an epimorphism if it is surjective; an injective morphism is called a monomorphism; a bijective morphism is called a isomorphism. If $S=S^{\prime}$ then the morphism is called an endomorphism. A bijective endomorphism is called an automorphism.

A semigroup morphism $f: M \rightarrow M^{\prime}$ is called a monoid morphism (homomorphism) if $f(\lambda)=\lambda^{\prime}$ where $\lambda$ and $\lambda^{\prime}$ are the respective neutral elements of the monoids $M$ and $M^{\prime}$.

Assume that $K$ is some fixed arbitrary set. We define the iterations of a mapping $g: K \rightarrow K$ inductively:

> 1. $g^{0}=\mathbb{I} ;$
> 2. $g^{n+1}=g g^{n}$.

Definition 12. A morphism $\phi: A^{*} \rightarrow A^{*}$ is called nonerasing if $\phi\left(A^{+}\right) \subseteq B^{+}$.
Assume that $\phi: A^{*} \rightarrow A^{*}$ is a nonerasing morphism for which there is a letter $a \in A$ such that
$\phi(a)=a u, \quad$ where $\quad a \in A^{+}$.
Then it follows that for all $n \geq 0$

$$
\phi^{n+1}(a)=\phi(a u)=\phi^{n}(a) \phi^{n}(u)
$$

Therefore $\phi^{n}(a)$ is a prefix of $\phi^{n+1}(a)$ and the sequence $\left(\phi^{n}(a)\right)$ converges to a limit denoted by $\phi^{\omega}(a)$, that is

$$
\phi^{\omega}(a)=\lim _{n \rightarrow \infty} \phi^{n}(a) .
$$

In this case we say that $\phi^{\omega}(a)$, is the $\omega$-word obtained by iterating the morphism $\phi$ on the letter $a$.

A morphism $\tau: A^{*} \rightarrow B^{*}$ is called a coding if

$$
\forall a \in A|\tau(a)|=1
$$

Definition 13. An $\omega$-word $x$ is called a morphic word when there is a letter $a$, a morphism $\phi: A^{*} \rightarrow A^{*}$ and a coding $\tau: A^{*} \rightarrow B^{*}$ such that $x=\tau\left(\phi^{\omega}(a)\right)$.

Theorem 14. (Dekking [22]) Any morphic word transformed by a Mealy machine is still a morphic word.

Definition 15. A word $x \in A^{\omega}$ is called recurrent if any factor of $x$ enters $x$ an infinite number of times. A word uy is called ultimately recurrent if $y$ is recurrent.

Theorem 16. (Buls [8]) Any ultimately recurrent word transformed by a Mealy machine is still an ultimately recurrent word.

As noted before $\widetilde{\mathfrak{N}}$ is a join-semilattice. The join in this semilattice is $\left[\left(x_{i}\right)\right] \vee$ $\left[\left(y_{i}\right)\right]=\left[\left(x_{i}, y_{i}\right)\right]$. We now consider the algebraic properties of the semilattice $\widetilde{\mathfrak{N}}$.

Definition 17. A join-semilattice $\langle D, \leq\rangle$ is called distributive if

$$
\forall x a b\left(x \leq a \vee b \Rightarrow \exists a^{\prime} b^{\prime}\left(a^{\prime} \leq a \& b^{\prime} \leq b \& x=a^{\prime} \vee b^{\prime}\right)\right)
$$

The join-semilattice is called modular if

$$
\forall \square a b\left(a \leq x \leq a \vee b \Rightarrow \exists b^{\prime} \leq b\left(x=a \vee b^{\prime}\right)\right)
$$

We have shown that $\widetilde{\mathfrak{N}}$ is not distributive [10] and by further developing the proof technique we showed also [11]:

Theorem 18. The join-semilattice $\langle\widetilde{\mathfrak{R}}, \neg\rangle$ is not modular.

The former result directly follows from this theorem. The following proposition is the main step of the proof of Theorem 18 ([11]):

Proposition 19. If ${ }^{f} x \neg y,{ }^{\zeta} x \neg y$ and

$$
\forall \varkappa \exists a k f(k) \leq a^{\zeta}<(a+\varkappa)^{\zeta} \leq f(k+1)
$$

then $y$ is ultimately periodic.
Here

$$
\zeta_{x}(n)= \begin{cases}1, & \text { if } \exists k \in \mathbb{N} n=k^{\zeta} \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
{ }^{f} x(n)= \begin{cases}1, & \text { if } \exists k \in \mathbb{N} n=f(k) ; \\ 0, & \text { otherwise. }\end{cases}
$$

We considered the fact that during encryption it will not always be the case that a letter will be transformed into a letter. Quite often a single letter is encrypted into a whole word. This motivated us to study transducers alongside Mealy machines as well. A transducer is a generalization of a Mealy machine.

Definition 20. A two-sorted algebra $\langle A, B ; \circ\rangle$ is called a polygon when $Q, A$ are finite sets and $\circ$ is a mapping $Q \times A \xrightarrow{\circ} Q$.

A three-sorted algebra $\left\langle Q, A, B^{*} ; \circ, *\right\rangle$ is called a transducer if

- $\langle A, B ; \circ\rangle$ is a polygon;
- $B$ is a non-empty finite set;
- $Q \times A \xrightarrow{*} B^{*}$.

For transducers, similarly to Mealy machines, the mappings $\circ$ and $*$ are expanded to the set $Q \times A^{*}$ :

$$
\begin{array}{ll}
q \circ \lambda=q, & q \circ u a=(q \circ u) \circ a ; \\
q * \lambda=\lambda, & q * u a=(q * u) \#(q \circ u) * a ; \\
q \hat{*} \lambda=\lambda, & q \hat{*} u a=(q \circ u) * a ;
\end{array}
$$

for all $(q, u, a) \in Q \times A^{*} \times A$.
It is quite obvious where to begin. We can use the same constructions that were useful in the study of words using Mealy machines in the case of transducers as well. This field of studies is developed by Līga Kuleša.

A three-sorted algebra $\left\langle Q, A, B^{*} ; q_{0},{ }^{\circ}, *\right\rangle$ is called an initial transducer if $q_{0} \in Q$ and $\left\langle Q, A, B^{*} ; \mathrm{o}, *\right\rangle$ is a transducer.

Assume that

$$
T=\left\langle Q, A, B^{*} ; q_{0}, o, *\right\rangle,
$$

is an initial transducer $(x, y) \in A_{0}^{\omega} \times B_{0}^{\omega}$, where $A_{0} \times B_{0} \subseteq A \times B$. We write $y=q_{0} *$ $x$ or $x \neg_{T} y$ when

$$
\forall n y[0, n]=q_{0} * x[0, n] .
$$

In this case we say that the transducer $T$ transduces the word $x$ to $y$.
Assume that $K$ is a set. Then $\operatorname{Fin}(K)=\left\{G|G \subseteq K \wedge| G \mid<\aleph_{0}\right\}$. Assume that $\mathfrak{A}=\left\{a_{0}, a_{1}, \ldots, a_{n}, ..\right\}$ and $\mathfrak{Q}=\left\{q_{1}, q_{2}, \ldots, q_{n}, \ldots\right\}$ are some fixed countable sets and
$\mathfrak{M}_{T}=\left\{\left\langle Q, A, B^{*} ; q_{0}, \stackrel{\circ}{ }, *\right\rangle \mid Q \in \operatorname{Fin}(\mathfrak{Q}) \wedge A, B \in \operatorname{Fin}(\mathfrak{H})\right\}$.
We define the relation $x \neg y$ in the set $\mathfrak{N}_{T}=\left\{x \in A^{\omega} \mid A \in \operatorname{Fin}(\mathfrak{A})\right\}$ to be true if and only if there is a transducer $T \in \mathfrak{M}_{T}$, such that $x \neg_{T} y$.

Lemma 21. The model $\left\langle\mathfrak{n}_{T}, \neg\right\rangle$ is a preorder.
Now we can derive a canonical order. Define the equivalence relation $(x \sim y) \Leftrightarrow$ $(x \neg y) \wedge(y \neg x)$.

Proposition 22. The model $\left\langle\widetilde{\mathfrak{N}}_{T}, \neg\right\rangle$ where $\widetilde{\mathfrak{N}}_{T}=\mathfrak{N}_{T} / \sim$ and $\neg$ derived from
$\rightarrow$ in the set $\mathfrak{N}_{T}$ using a factorization by $\sim$, is an order.

Already in this stage it turns out that it is more productive to restrict our research to morphic mappings, since every transduction $\tau: A^{\omega} \rightarrow B^{\omega}$ that can be performed by an initial transducer can be expressed as a composition of a initial Mealy machine and a morphism (see, [46]). That is to say that there exists a Mealy machine $\left\langle Q, A, C ; q_{0}\right.$, ${ }^{\circ}$ $, *\rangle$ and a morphism $\mu: C^{*} \rightarrow B^{*}$ such that

$$
\tau(x)=\mu\left(q_{0} * x\right) .
$$

Similarly as in the case of Turing machines (the correspondence we have in mind: a set $X$ is reducible by Turing machine to set $Y$ ), we can consider the reducibility of a $\omega$-word $x$ to the $\omega$-word $y$ using a morphism. This correspondence defines a preorder in the set of $\omega$-words. Considering the big role played by morphisms in describing $\omega$ words we considered the partial order of $\omega$-words. We note that finitely generated biideals can be represented as morphic words as well. In lieu of this a study of morphic words is a natural development of the previous studies.

Define a relation $x \rightarrow y$ in the set $\mathfrak{N}_{\mu}=\left\{x \in A^{\omega} \mid A \in \operatorname{Fin}(\mathfrak{H})\right\}$ that is true if and only if there is a morphism $\mu$ such that $\stackrel{\mu}{\sim} y$.

Lemma 23. The model $\left\langle\mathfrak{N}_{\mu}, \rightarrow\right\rangle$ is a preorder.
Now we can derive the canonical order. We define a equivalence relation $(x \sim y) \Leftrightarrow(x \neg y) \wedge(y \neg \square)$.

Proposition 24. The model $\left\langle\widetilde{\mathfrak{N}}_{\mu}, \neg\right\rangle$ where $\widetilde{\mathfrak{N}}_{\mu}=\mathfrak{N}_{\mu} / \sim$ and $\neg$ are derived from the relation
$\rightarrow$ in the set $\mathfrak{N}_{\mu}$ using factorization by $\sim$, is an order.
The obtained order $\widetilde{\mathfrak{N}}_{\mu}$ is significantly different from $\widetilde{\mathfrak{N}}$.
Theorem 25. The ordered set $\widetilde{\mathfrak{N}}_{\mu}$ is neither a join-semilattice nor a meetsemilattice.

This theorem indirectly underscores the special role of the ordering $\widetilde{\mathfrak{N}}$ in the classification of $\omega$-words by their computational complexity.

## 3. Morphisms and Simulation

The simulation was first discussed by Hartmanis [27] more than forty years ago. This concept describes the possibility on abstract level in which one machine could be replaced by another one in applications, for example, cryptography, especially, cryptanalysis of cryptographic devices. If we like to treat as it is done till now the machines by semigroups and develop the theory not only as self-sufficient discipline the connections between simulation and semigroups should be considered from every point of view too. Thus we say that a transition from machines to semigroups through some representation is successful if it adequately characterizes the simulation. We had demonstrated [9] how the concept of simulation can be integrated in the theory of semigroups

Definition 26. Let $V=\langle Q, A, B\rangle,{ }^{\prime} V=\left\langle^{\prime} Q,{ }^{\prime} A,{ }^{\prime} B\right\rangle$ be Mealy machines. We say that ${ }^{\prime} V$ simulates $V$ by

$$
Q \xrightarrow{h_{1}} ' Q, A \xrightarrow{h_{2}}{ }^{\prime} A,,^{\prime} B \xrightarrow{h_{3}} B
$$

if the diagram

commutes. That is, if
$q * u=h_{3}\left(h_{1}(q) * h_{2}(u)\right)$ for all $(q, u) \in Q \times A^{*}$.
This concept corresponds to such scheme.


Fig. 2. Scheme of a simulation
This scheme enables to extend the notion of simulation [76].
Definition 27. Let $V=\langle Q, A, B\rangle,{ }^{\prime} V=\left\langle{ }^{\prime} Q,{ }^{\prime} A,{ }^{\prime} B\right\rangle$ be machines. We say that ${ }^{\prime} V$ simulates $V$ by

$$
Q \xrightarrow{h_{1}} ' Q, A \xrightarrow{h_{2}} A^{*}, B^{*} \xrightarrow{h_{3}} B
$$

if
$q \circ u * a=h_{3}\left(h_{1}(q) \circ h_{2}(u) * h_{2}(a)\right)$ for all $(q, u, a) \in Q \times A^{*} \times A$.
Obviously, now the upper tie from encoder to decoder is necessary. Otherwise the decoder is not able to decode the word ' $v$ adequately. We write ' $V \geq V\left(h_{1}, h_{2}, h_{3}\right)$ if ' $V$ simulates $V$ by $h_{1}, h_{2}, h_{3}$. We say ' $V$ simulates $V$ if there exist maps $h_{1}, h_{2}, h_{3}$ such that ' $V \geq V\left(h_{1}, h_{2}, h_{3}\right)$. We write ' $V \geq V$ if $^{\prime} V$ simulates $V$.

The two machines $V$ and ' $V$ are incomparable if $V \not{ }^{\prime} V$ and ${ }^{\prime} V V$. If, on the other hand, $V \geq{ }^{\prime} V$ and ' $V \geq V$ then we say that $V$ mutually simulates ' $V$ and we write $V \bowtie^{\prime} V$.

This definition has an interesting consequence.
Example 28. $V_{1}$ mutually simulates ${ }^{\prime} V_{1}$.
$V_{1}$

a/1
$b / 3$
Fig. 3. $V_{1} \bowtie^{\prime} V_{1}$

- $V_{1} \geq{ }^{\prime} V_{1}\left(h_{1}^{\prime}, h_{2}^{\prime}, h_{3}^{\prime}\right)$, where
$h_{1}^{\prime}: 0 \mapsto 0,1 \mapsto 1 ;$

$$
\begin{aligned}
& h_{2}^{\prime}: a \mapsto a, b \mapsto a^{2} ; \\
& h_{3}^{\prime}: 0 \mapsto 0,1 \mapsto 1,01 \mapsto 0,10 \mapsto 1 . \\
&{ }^{\prime} V_{1} \geq V_{1}\left(h_{1}, h_{2}, h_{3}\right), \text { where } \\
& h_{1}: 0 \mapsto 0,1 \mapsto 1 ; \\
& h_{2}: a \mapsto a, b \mapsto a^{3} ; \\
& h_{3}: 0 \mapsto 0,1 \mapsto 1,010 \mapsto 2,101 \mapsto 3 .
\end{aligned}
$$

We recall the classical approach to the representation of finite machines by semigroups (see, e.g., [45]). Let $V=\langle Q, A, B ; \mathrm{o}, *\rangle$ be a Mealy machine, where $Q, A, B$ are finite, nonempty sets; $Q \times A \xrightarrow{\circ} Q$ is a function and $Q \times A \xrightarrow{*} B$ is a surjective function. Let $T(Q)$ denotes the semigroup of all transformations on the set $Q$ and let Fun $(Q, B)$ denotes the set of all maps from $Q$ to $B$. On the set $S(Q, B)=T(Q) \times$ $\operatorname{Fun}(Q, B)$ we define the multiplication by

$$
\left(g_{1}, \psi_{1}\right)\left(g_{2}, \psi_{2}\right)=\left(g_{1} g_{2}, \psi_{1} \psi_{2}\right) ; g_{1} g_{2} \in T(Q), \psi_{1} \psi_{2} \in \operatorname{Fun}(Q, B)
$$

Under this operation $S(Q, B)$ is easily seen to be a semigroup. Let $Q=$ $\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}, A=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}, B=\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$. Define two mappings $A \xrightarrow{\alpha} T(Q)$ and $A \xrightarrow{\beta} F u n(Q, B)$ as follows. For each $a_{i} \in A$ define $\alpha\left(a_{i}\right) \in T(Q)$ and $\beta\left(a_{i}\right) \in \operatorname{Fun}(Q, B)$ by

$$
\begin{aligned}
& \alpha\left(a_{i}\right)=\left(\begin{array}{lll}
q_{1} q_{2} & \ldots & q_{k} \\
q_{1}^{\prime} q_{2}^{\prime} & \ldots & q_{k}^{\prime}
\end{array}\right) \\
& \beta\left(a_{i}\right)=\left(\begin{array}{lll}
q_{1} q_{2} & \ldots & q_{k} \\
b_{1}^{\prime} b_{2}^{\prime} & \ldots & b_{k}^{\prime}
\end{array}\right)
\end{aligned}
$$

where
$\forall s\left(q_{s}^{\prime}=q_{s} \circ a_{i} \wedge b_{s}^{\prime}=q_{s} * a_{i}\right.$.
Now the representation $A \xrightarrow{\eta} S(Q, B)$ is defined by setting $\eta\left(a_{i}\right)=$ ( $\alpha\left(a_{i}\right), \beta\left(a_{i}\right)$ ). The semigroup $\langle V\rangle$ generated by $\eta(A)$ is called the machine $V$ semigroup. So far [45].

We generalize the concept of similar transformation semigroups (see, e.g., [32]) to machine semigroups as follows. Let

$$
\sigma=(\alpha, \beta) \in S(Q, B)
$$

then we define a vector function of the machine
$\bar{\sigma}: Q \rightarrow Q \times B: q \mapsto(\alpha(q), \beta(q))$.
The same denotation we use for a vector function ' $Q \rightarrow{ }^{\prime} Q \times{ }^{\prime} B$.
Definition 29. Let $V=\langle Q, A, B ; \circ, *\rangle,{ }^{\prime} V=\left\langle\quad ' Q,{ }^{\prime} A,{ }^{\prime} B ;{ }^{\circ},{ }^{\prime}{ }^{\prime}\right\rangle$ be machines. We say that $\langle V\rangle \xrightarrow{\psi}\left\langle{ }^{\prime} V\right\rangle$ is the s-morphism of machine semigroup $\langle V\rangle$ to $\left\langle{ }^{\prime} V\right\rangle$ if there exists maps $Q \xrightarrow{g}$ ' $Q$,
$B \xrightarrow{h}$ ' $B$, such that the diagram

commutes for every $\sigma \in\langle V\rangle$.
If $h$ is an injection, then s-morphism is called the injective s-morphism. If $g$ is a surjection, then s-morphism is called the surjective s-morphism.

Theorem 30. [13] If there exists injective s-morphism $\langle V\rangle \rightarrow\langle W\rangle$ then $W$ simulates $V$.

Theorem 31. [9] Every surjective s-morphism $\langle V\rangle \rightarrow\langle\square\rangle$ is a homomorphism of semigroups.

Theorem 32. [9] There exists the surjective s-morphism such that it does not induce the simulation.

Mealy machines serve as models of cryptographic devices. This means that theory of simulation of Mealy machines concerns to cryptographic resistance to attack on cryptographic devices. New concept of s-morphism would lead us to better understanding of simulation.

## 4. Chaos and Cryptographic Generators

Random number generators are essential in many applications including stochastic simulations, statistical experiments, modeling of probabilistic algorithms and generation of secure stream chippers. Truly random sequences can only be generated by physical processes. Unfortunately, in practise it is very difficult to construct physical generators that are both fast and reliable, therefore, the most convenient and reliable way of generating the random numbers for stochastic simulations appears to be via deterministic algorithms. These algorithms are based on solid mathematical basis (see, e.g., [33]) and produce sequences that are not random, but seem to behave as if the bits were chosen independently at random.

Definition 33. A pseudo-random generator is a two-sorted algebra $\mathfrak{5}=$ $\left\langle Q, B, q_{0}, T, G\right\rangle$, where $Q$ is a finite set of states, $q_{0} \in Q$ is the initial state or seed, the mapping $Q \xrightarrow{T} Q$ is the transition function, $B$ is finite set of symbols, and $Q \xrightarrow{G} B$ is the output function.

In fact, this model is specialized Moore machine. The generator evolves according to the recurrence $q_{n}=T\left(q_{n-1}\right)$, for $n=1,2,3 \ldots$. At the step $n$ the generator outputs the symbol $b_{n}=G\left(q_{n}\right)$. The finiteness of state space $Q$ implies the ultimate periodicity of sequence of states $q_{n}$, therefore this approach is limited. We are interested in generation of infinite aperiodic sequences, i.e., sequences that are not ultimately periodic.

### 4.1. Chaos

One method for obtaining aperiodic sequences is to use a logistic map - the simplest chaotic system. In 1982 Oishi and Inoue [47] proposed the idea of using chaos in designing a pseudo-random generator and later in 1992 Sandri [51] introduced a simple aperiodic pseudo-random generator which was based on logistic map. In 2000 Buls [7] proposed a construction of symmetric cryptosystem keys that are based on chaos. For more information of using chaotic systems in generation of pseudo random sequences, see, e.g., [42], [43]. Recently, Hu et.al. [28] introduced a true random number generator by combining congruential methods with prime numbers and higher order composition of logistic maps. It generates a 256 -bit random number by computer mouse movement.

We showed [6] the construction of new chaotic maps in symbol space.

### 4.2. Shrinking Generator and Bi-ideals

In 1993 Coppersmith et. al. [18] introduced a new pseudo-random number generator called ,"shrinking generator" (further in the text - SG). It uses two periodic pseudo-random bit-sequences ( $A$-sequence is the source sequence and $S$-sequence is
the „Selector") to create a third sequence: SG deletes the term $a_{i}$ from $A$-sequence if the $i^{\text {th }}$ term in $S$-sequence equals 0 , in other words, resulting sequence $Z$ consists of terms of $A$-sequence which correspond to ones in $S$-sequence. Periodicity of $A$ sequence and $S$-sequence implies the periodicity of $Z$-sequence. The main idea of the construction is based on the fact that the resulting pseudo-random sequence is of a better quality - it is harder for cryptanalyst to find it. As of today, this approach is considered as one of the most perspective and secure in construction of symmetric ciphers.

The main idea of our work - how can we replace a periodic sequence in SG with an aperiodic sequence that would return an aperiodic shrunk sequence ( $Z$-sequence) with good statistical properties, which potentially could be used as chipper in symmetric cryptography.

We considered differential sequences, residually ultimately periodic sequences, ultimately periodic sequences modulo $p$ (for some $p \in \mathbb{N}_{+}$), ultimately periodic sequences threshold $t$ (for some $t \in \mathbb{N}_{+}$), differentially residually ultimately periodic sequences. At last we decided to consider recurrent words.

We use less known equivalent definition of recurrent words [19]. By $\mathrm{F}^{\infty}(x)$ we denote the set of all factors of a word $x$ that occurs in it infinitely many times. The fact that $x$ is recurrent can be expressed with $\mathrm{F}^{\infty}(x)=\mathrm{F}(x)$. Moreover, if $x=u y$ is recurrent and $y$ is recurrent suffix of $x$, then $\mathrm{F}^{\infty}(x)=\mathrm{F}(y)$, therefore, all recurrent suffixes of $x$ has exactly the same factors.

Definition 34. A sequence of finite words $v_{0}, v_{1}, \ldots, v_{n}, \ldots$ is called a bi-ideal sequence if $v_{i+1} \in v_{i} A^{*} v_{i}$ for all $i \in \mathbb{N}$.

The terms of a bi-ideal sequence are also known as Zimin's words [75] and sesquipowers [52].

Lemma 35. A sequence of finite words $v_{0}, v_{1}, \ldots, v_{n}, \ldots$ is a bi-ideal sequence if and only if there exists a sequence of finite words $u_{0}, u_{1}, \ldots, u_{n}, \ldots$ such that

$$
\begin{aligned}
v_{0} & =u_{0} \\
v_{i+1} & =\square_{i} u_{i+1} v_{i}
\end{aligned}
$$

Corollary 36. If $\left(v_{n}\right)$ is a bi-ideal sequence, then

$$
\forall m \leq n v_{m} \in \operatorname{Pref}\left(v_{n}\right) \cap \operatorname{Suff}\left(v_{n}\right)
$$

Let $\left(u_{i}\right)_{i \in \mathbb{N}}$ be a sequence of finite words over finite alphabet $A$ such that $u_{0}$ is non-empty word. Then by Lemma 35 we can define inductively a bi-ideal sequence $\left(v_{i}\right)$ :

$$
v_{0}=u_{0}, \quad v_{i+1}=v_{i} u_{i+1} v_{i} .
$$

Definition 37. The limit of the bi-ideal sequence $x=\lim _{i \rightarrow \infty} v_{i}$ is called a biideal. In this case we say that $\left(u_{i}\right)$ generates $x$ or that $x$ is the bi-ideal generated by a sequence $\left(u_{i}\right)$. The bi-ideal $x$ is called $l$-bounded if $\left|u_{i}\right| \leq l$ for all $i \in \mathbb{N}$. We say that bi-ideal $x$ is bounded if there exists integer $l$ such that $x$ is l-bounded. The bi-ideal $x$ is called finitely generated if

$$
\exists m \forall i \forall j\left(i \equiv j(\bmod m) \Rightarrow u_{i}=u_{j}\right) .
$$

In this case we say that $m$-tuple $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$ generates the bi-ideal $x$ or that $x$ is the bi-ideal generated by $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$. We also say in this case that $m$-tuple $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$ is the basis of the bi-ideal $x$.

Lemma 38. A word $x \in A^{\omega}$ is recurrent if and only if it is a bi-ideal.
It turns out almost all infinite words over finite alphabet are bi-ideals. In fact, nearly every randomly chosen infinite word is a bi-ideal, i.e., the measure of the set of all bi-ideals equals 1 , which serves as additional motivation for a research on biideals.

This year (15th of June) Edmunds Cers defended his Ph.D. thesis „Finitely Generated Bi-ideals and the Semilattice of Machine Invariant $\omega$-languages". The main result of his thesis effectively solves a decision problem: given two bases $\left\langle u_{1}, u_{2}, \ldots, u_{n}\right\rangle$ and $\left\langle u^{\prime}{ }_{1}, u^{\prime}{ }_{2}, \ldots, u^{\prime}{ }_{m}\right\rangle$, decide whether they generate the same bi-ideal.

In our construction of aperiodic SG we decided to replace periodic $S$-sequence with a finitely generated bi-ideal since it can be effectively generated and the sufficient condition of aperiodicity of a finitely generated bi-ideal is known [12]:

Proposition 39. If $\bigcup_{i=0}^{m-1} \operatorname{Pref}\left(u_{i}\right)$ or $\bigcup_{i=0}^{m-1} \operatorname{Suff}\left(u_{i}\right)$ contains at least two words with the same length, then bi-ideal with basis $u_{0}, u_{1}, \ldots, u_{n}, \ldots$ is aperiodic.

In fact, Proposition 39 can be conveniently used to generate aperiodic finitely generated bi-ideals: in order to obtain an aperiodic finitely generated bi-ideal it is sufficient to make simple restrictions on two terms of the basis.

We have shown ([2], Proposition 3.4.) that for each periodic infinite binary word $x$ (which contains both ones and zeros) taken as $A$-sequence there exist infinitely many aperiodic finitely generated bi-ideals $y$ that can be taken as $S$-sequence so that the resulting $Z$-sequence is aperiodic.

The structure of a finitely generated bi-ideal (i.e., periodical repetition of basis words in generation of a bi-ideal and existence of infinitely many terms of the bi-ideal sequence that are congruent modulo $p$, where $p \in \mathbb{N}$ is arbitrary ([2], Lemma 3.2.)) played important role in the proof of the result.


Fig. 4. The structure of SG with periodic $A$-sequence ( $\square$ ) and aperiodic $S$ sequence (finitely generatebi-ideal $y$ )

On the one hand, this structure provides us possibility for each periodic $A$ sequence to construct infinitely many finitely generated bi-ideals so that whichever of these bi-ideals is taken as $\square$-sequence, the resulting $Z$-sequence is aperiodic. On the other hand, we had to make sure that this structure does not affect statistical properties of resulting $Z$-sequence, therefore, we did testing with Diehard battery of tests - our modified SG passed all tests in Diehard test suit.

The construction has a shortage - the choice of a b-ideal ( $S$-sequence) depends on randomly chosen periodic word ( $A$-sequence). It would be more convenient if both $A$ sequence and $S$-sequence could be chosen arbitrary (randomly), therefore, considered the existence problem of universal bi-ideals.

Definition 40. A bi-ideal $y$ (taken as $S$-sequence) is called universal if for each non-trivial binary periodic word $x$ taken as $A$-sequence the resulting $Z$-sequence is aperiodic.

Here periodic binary word is called non-trivial if it contains both zeros and ones. We proved the existence of infinitely many universal bi-ideals [2]:

Proposition 41. Let $m \in \mathbb{N}, m \geq 2$. If $u_{0}=1, u_{1}=10$ and $00 \notin \mathrm{~F}\left(u_{i}\right)$ for all $i \in\{2,3, \ldots, m-1\}$, then finitely generated bi-ideal with basis $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$ is universal.

One more motivation for possible use of finitely generated bi-ideals in cryptography: if characteristic sequence of a filter is an aperiodic finitely generated bi-ideal, then the filter does not preserve regularity of a language, i.e., potentially such filter can transform relatively simple language into more complex language.

### 4.3. Aperiodicity Problem of all Arithmetical Subsequences of a Bi-ideal

After conference SYNASC italian mathematician Marco Bodrato suggested to consider a problem that would be appreciated by cryptographers - to characterize $S$ sequences such that $Z$-sequence is strongly non-periodic.

Definition 42. An infinite word $x$ is called weakly periodic if there exist two integers $p>0$ and $l \geq 0$ such that for each non-negative integer $n$ the following condition holds

$$
x[l]=x[l+n \cdot p] .
$$

We say that $x$ is strongly non-periodic if it is not weakly periodic.
In particular, a sequence (word) is strongly non-periodic if all its arithmetical subsequences and the word itself are non-periodic. It was worth to analyze only infinite arithmetical subsequences since classical Van der Waerden theorem [73] states that foe each infinite word $x=x_{0} x_{1} x_{2} \ldots x_{n} \ldots$ over finite alphabet $\Sigma$ there exist arbitrarily long arithmetical progressions $k, k+p, \ldots, k+n p$ such that $x_{k}=x_{k+p}=$ $\cdots=x_{k+n p}$.

During her doctoral studies I.Bērziņa found necessary and sufficient condition of aperiodicity of all arithmetical subsequences of a binary finitely generated bi-ideal:

Theorem 43. All arithmetical subsequences of a finitely generated bi-ideal $\square \in\{0,1\}^{\omega}$ are aperiodic if and only if there exists basis $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$ with $m>1$ such that positions of zeros and ones form complete residue system modulo $k=\left|\left|u_{0}\right|-\left|u_{1}\right|\right|>0$ in the word $u_{0}$.

In [35] Lorencs proved that each finitely generated bi-ideal has countably many bases with the same number of basis words, hence, the fact that a given basis does not satisfy the condition of Theorem 43 does not imply the existence of a periodic arithmetical subsequence of the given word. Here we use Lorencs' construction for a base change of a finitely generated bi-ideal.

Proposition 44. If $x$ is finitely generated bi-ideal with basis $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$, then m-tuple $\left\langle u^{\prime}{ }_{0}, u^{\prime}{ }_{1}, \ldots, u^{\prime}{ }_{m-1}\right\rangle$, where $u^{\prime}{ }_{i}=u_{0} u_{s}$ and $s=i+1 \bmod m$, also is basis of $x$.

In this case, we will say that the basis words of the bi-ideal $x$ are L-prolonged or simply that the basis of the bi-ideal $x$ is L-prolonged. If $x$ is a finitely generated biideal with basis $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$, then for all $n>0 m$-tuple

$$
\left\langle u_{0}^{(n)}, u_{1}^{(n)}, \ldots, u_{m-1}^{(n)}\right\rangle,
$$

where $u_{i}^{(n)}=u_{0}^{(n-1)} u_{i+1 \bmod m}^{(n-1)}$ is the basis of the basis of the bi-ideal $x$ after $n$ iterations of L-prolongation. The result by Cers [15], which states that each finitely generated bi-ideal has exactly one irreducible basis, implies that in our case Lprolongation is the only useful way to change the basis of the bi-ideal. Thus, if a given basis of a bi-ideal does not satisfy the conditions of Theorem 43, then after some number iterations of L-prolongation one may obtain basis that satisfies the conditions of the Theorem 43. Here the following arose: how many times do we have to Lprolong basis words to check whether all arithmetical subsequences of x are aperiodic or not? We started to work on efficiency of this algorithm after I.Bērzina rejoined the project. Up to now we have proved that the periodicity of the sequence which is
formed of the lengths modulo $k$ (for arbitrary $k \in \mathbb{N}_{+}$) of terms of a bi-ideal sequence which converges to a finitely generated bi-ideal:

Lemma 45. Let $m \geq 2$ and $k \in \mathbb{N}_{+}$. If $x$ is finitely generated bi-ideal with basis $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$ then there exist infinitely many numbers $\alpha, s \in \mathbb{N}_{+}$such that
$\left|v_{\alpha m-1+j}\right| \equiv\left|v_{(\alpha+s n) m-1+j}\right| \bmod k$.
for all $n \in \mathbb{N}$ and for all $j \in \overline{1, s m}$.
This result let us conjecture: if during a period (full cycle of length $s \square$ ) the set of all positions of zeros (ones) modulo $k$ in new obtained terms of a bi-ideal sequence remains the same, then in the next period (cycle of length $s m$ ) it will also remain the same.

Conjecture 46. Let $m \geq 2$ and $k \in \mathbb{N}_{+}$. Let $x$ be a finitely generated bi-ideal with basis $\left\langle u_{0}, u_{1}, \ldots, u_{m-1}\right\rangle$ and let $K_{i}^{0}$ (respectively, $\left.K_{i}^{1}\right)$ be the set of all positions of zeros (respectively, ones) modulo $k$ in the $i^{\text {th }}$ term of the bi-ideal sequence of $x$. If there exist positive integers $\alpha, s$ such that

1. $\forall n \in \mathbb{N}, j \in \overline{1, s m}\left(\left|v_{\alpha m-1+j}\right| \equiv\left|v_{(\alpha+s n) m-1+j}\right| \bmod k\right)$,
2. $K_{\alpha m-1}^{0}=K_{(\alpha+s) m-1}^{0} \wedge K_{\alpha m-1}^{1}=K_{(\alpha+s) m-1}^{1}$,
then

$$
K_{(\alpha+s) m-1}^{0}=K_{(\alpha+2 s) m-1}^{0} \wedge K_{(\alpha+s) m-1}^{1}=K_{(\alpha+2 s) m-1}^{1} .
$$

We also solved the aperiodicity problem of all arithmetical subsequences of a binary bounded bi-ideal.

Theorem 47. All arithmetical subsequences of a bounded bi-ideal $x \in\{0,1\}^{\omega}$ are aperiodic if and only if there exists a basis $\left(u_{n}\right)_{n \geq 0}$ such that

1. positions of zeros and ones form complete residue system modulo $k=\left|\left|u_{0}\right|-\left|u_{1}\right|\right|$ in the word $u_{0}$.
2. there exists infinite sequence of positive integers $i_{0}, i_{1}, \ldots, i_{n}, \ldots$ such that
$k=\left|k_{i_{0}}\right|=\left|k_{i_{1}}\right|=\cdots=\left|k_{i_{n}}\right|=\cdots$, where $k_{j}=\left|u_{j}\right|-u_{j+1}$ for all $j \in \mathbb{N}$.
In case of bounded bi-ideals the algorithm is similar to the algorithm used in case of finitely generated bi-ideals. We only have to make restriction that the difference koccurs infinitely often, otherwise we can easily construct counterexample:

Example 48. If $x$ is a bi-ideal generated by the sequence

$$
01,111,111,111,111, \ldots
$$

Then one can see that positions of both zeros and ones form complete residue system modulo $k=|2-3|=1$ in word $u_{0}=01$. However, if we L-prolong basis words once, then we obtain basis

01111, 01111, 01111, 01111, ...,
which generates periodic word with period 5, therefore $x$ contains arithmetical subsequence
$x_{5}^{0}=000 \ldots=0^{\omega}$.
The previous example serves as explanation why it is worthless to consider efficiency of the algorithm in case of bounded bi-ideals - for arbitrary sequence ( $u_{i}$ ) it is impossible to determine the number of iterations of L-prolongation after which all differences of finite number of occurrences will disappear. In case of finitely generated bi-ideals we do not have such problem since all differences repeats periodically infinite number of times.

During the project we also initiated the research on connection between universal bi-ideals and aperiodicity of all arithmetical subsequences of a finitely generated biideal.

Proposition 49. Universal bi-ideals do not contain arithmetical subsequence $x_{p}^{l}=0^{\omega}$.

Proposition 50. If an universal bi-ideal satisfies the conditions of Proposition 41., then all its arithmetical subsequences are aperiodic.

## 5. Empirical likelihood function

During the project one of the main goals was the analysis of the empirical likelihood (EL) method in the two-sample case. The empirical likelihood method is a nonparametric statistical method introduced by Owen [48] in 1988. This method can be used to make statistical inference such as the construction of confidence intervals, hypothesis testing, and the estimation of parameters. The EL method is especially attractive due to the asymmetry of confidence intervals and the Bartlett correctability (see [49]). In 2000 Qin and Zhao [50] introduced the EL method for the difference of two univariate parameters. Later the EL method was developed for ROC curves (Claeskens et al. [16], 2003), the quantile difference in the one-sample case (Zhou and Jing [74], 2003).

We were able to extend the two-sample empirical likelihood method for different two-sample problems in a general form. The general setup includes, for example, the well-known probability-probability ( $\mathrm{P}-\mathrm{P}$ ) and quantile-quantile ( $\mathrm{Q}-\mathrm{Q}$ ) plots, ROC curves, the difference of two means, distribution and quantile functions. In collaboration with Dr. Edmunds Cers we have produced several papers ([57] and [58]). We have also produced the package EL in program R, which is available online [59]. Our results have been presented in several conferences ([60], [61]). One of the most interesting applications is the construction of simultaneous confidence bands for the probability-probability and quantile-quantile plots. This is an alternative way for testing the hypothesis about the equality of two distribution functions.

For the illustration consider the data problem in [26] where the number of death due to prostate cancer has been analyzed in the USA. With the introduction of the PSA screening test in the early to mid 1990s, the number of deaths due to prostate cancer has dramatically gone down. Its effectiveness can be measured by comparing the mortality rates due to prostate cancer before and after introduction of the test. They obtained the rates of prostate cancer deaths in the USA (by county) for the two year-groups: 1990-1992 and 1999-2001 (see respective boxplots in Figure 1).

To check the simple location model in [18] the empirical process approach was used. We subtracted the estimated location parameter from the second sample. Thus we reduced the problem to the hypothesis testing of the equality of both distributions. By boxplots and confidence bands for P-P, Q-Q plots we conclude that the location model can not be rejected at the $5 \%$ significance level.


1. Figure. Boxplots comparing prostate cancer mortality rates in the USA during 1990-1992 (left plot) and 1999-2001 (right plot)

2. Figure. Probability (P-P) and quantile-quantile (Q-Q) plots with confidence bands for prostate cancer data example is analyzed in [18]. After subtracting the location parameter from the second sample, we reduced the problem of checking the location model to the hypothesis testing of equality of both distributions. The estimated location parameter was 2.7. The diagonal fits into the bands, thus the location model can not be rejected.

During the project we analyzed the EL method also for dependent observations. Mostly the financial data or data analyzed in econometric problems are dependent having short or long memory. The most popular are ARIMA and GARCH models, which are special processes from larger class of dependent processes. The general weak dependence can be described by mixing processes. Kitamura [1997] in 1997 introduced the blockwise empirical likelihood method for weakly dependent processes. The main idea is to divide observations into blocks, to use the smoothing by estimating equations and then to apply the usual EL method for the reduced sample. In the one-sample setting we compared recently introduced confidence intervals based on the Bernstein's inequality with the EL method. In collaboration with PhD student Sandra Vucāne we have produced a paper [62] and these results
have been presented in several conferences ([71], [72]). For dependent observations we managed to introduce the EL method for general two-sample problems. One of the practical applications is the change-point analysis for time series data. The simplest model is the location model where the mean change is analyzed.

Consider for illustration the global warming issue and temperature change during 1890 - 2000 (see Figure 3). It seems that there is a global warming, but when these changes occur? Are there many change-points for such time series data? The Global Land-Ocean temperature index (1880-2011) characterizes global warming problem (see Figure 3). Applying the usual CUSUM algorithm we can see that there might be too significant change points - in 1936 and 1978 years (see Figure 4). On the other hand this algorithm does not tell us whether these change-points are statistically significant.

3. Figure. Left plot: Global warming data: the map of temperature change (1890-2000), right plot: Global Land - Ocean temperature index (1880-2011), which shows the relative change of the temperature around the global mean, which is 14.0 degrees of Celsius (corresponds to the value 0 in plot).


4. Figure. Left plot: Global Land - Ocean temperature index (1880-2011), right plot: CUSUM algorithm for detecion of change point indicates two change-points in 1936 and 1978 years.

Introducing the EL method for dependent observations in two-sample case, we have solved the change-point detection problem in the following manner. We proposed to divide the time series data into two parts with some window parameter. Then we plot the p-value graph, obtained by the two-sample hypothesis test about the equality of two means, as a function of midpoint of both time series data. We have presented our results in the $8^{\text {th }}$ World Congress on Statistics and Probability theory [63].

During this project the EL method has been analyzed and applied also in robust statistics. In collaboration with prof. Dr. George Luta from USA and PhD student Mara Velina we have prepared a publication manuscript [64], that will be submitted to the international journal Test. At present we are working also at the two trimmed mean difference. We have presented our results in several conferences on robust statistics: ICORS 2011 and ICORS 2012 ([65] and [70]).

Finally, we have to mention the hypothesis about the two-sample location model, which also can be tested by the EL method. In medical statistics this model is of great interest when introducing a new drug or comparing the impact of the new and old drugs. General structural relationship models have been treated by Valeinis [66]. In collaboration with the master student Lidija Januševa we analyze the general shift function by the empirical processes and the EL methods (see [61] and [67]).

Next, we analyzed the Neyman and Bickel-Rosenblatt goodness-of-fit tests for dependent observations. For independent observations there exist many statistical test statistics, the most famous are the Kolmogorov-Smirnov, Anderson-Darling, chisquared test statistics. Ledwina [34] in 1994 proposed to use the Schwarz's selection criterion for the dimension choice in the Neyman test statistic introduced already in 1937. After this result the Neyman smooth test became very popular. In collaboration with prof. Dr. Axel Munk from the University of Goettingen and prof. Dr. Jean-Pierre Stockis from the University of Kaiserslautern, we have produced a publication manuscript [41], where the Neyman test has been analyzed for dependent observations. In statistical literature one can find only one more test statistic which can be used for general dependent processes - the Bickel Rosenblatt test. This test statistic has several remarkable properties - it can be used for simple and composite hypothesis, for independent and dependent processes without any modification. On the other hand the Bickel-Rosenblatt test practically is difficult to apply due to the smoothing parameter, which has to be estimated. We have published a paper [68] in the international journal Mathematical modeling and analysis, where we provide some recommendations how to use this test in practice (see also [69]). Recently we have started to work also with long memory data and goodness-of-fit tests, where we plan to collaborate with prof. Dr. Donatas Surgailis from Lithuania.

Finally, we have to mention the collaboration with prof. Dr. Andrejs Cebers. First, we analyzed the smoothing of spectrum with statistical methods. It appears that the Brownian motion spectrum can be smoothed by the nonparametric statistical methods. The simultaneous confidence bands can be added to check whether the Brownian motion has the right slope. Second, we analyzed the uniform band foundation for some bacteria using some statistical testing procedures (see [14]). We wish also to mention some seminars about mathematical statistics which were offered to physicists during the project:

1. Basics in mathematical statistics and hypothesis testing (12.03.2010);
2. Goodness-of-fit tests (7.05.2010 and 14.05.2010);
3. Nonparametric statistical methods with applications to the time series forecasting, (21.05.2010, 28.05.2010).
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